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## Project summary:

The prediction of chemical reaction products is an important part of the chemical synthesis of new compounds. Trained chemists have an in-depth understanding of the mechanisms by which compounds react to form new compounds, and use this knowledge to develop complex procedures by which to synthesize new compounds. Conventionally, new compounds must be synthesized and identified experimentally, which is resource-intensive and time-consuming. This project aims to explore deep learning approaches to chemical reaction prediction which could expedite the discovery of new compounds.

## Approach:

Chemical compounds and reactions can be represented as text strings using the Simplified Molecular Input Line Entry System (SMILES). Because of the large availability of reactions in text format (over 900,000 single-product reactions collected by the U.S. Patent Office), many studies have opted to frame the problem as a translation problem, where deep learning models are used to map reactant strings to product strings [1], [2]. We expect to reproduce the results from the LSTM approach in [2], and we would like to explore other approaches to this problem, such as using a Transformer model approach. Another direction we would like to explore is solving the retrosynthesis problem (predicting reactants from products, [3]) and using explainable AI to help understand how deep models are predicting reaction products through visualization.
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## Related Work and Current SOTA method:

* In [2] the authors explore the application of neural sequence-to-sequence models to predict the outcomes of complex organic chemistry reactions. The authors employ an encoder-decoder model with Luongs’ attention mechanism, which has been previously successful in NLP applications.
* They use this model to translate reactants into products in a similar manner to how sentences are translated between different languages.
* The authors demonstrate that their deep learning approach can accurately (achieving 80.1% top 1 accuracy on SMILES test set) predict reaction outcomes and outperform traditional methods that are based on a set of rules and other machine learning techniques.
* The authors also show that the model can generalize well for previously unseen chemical reactions which could pave the way for predicting novel chemical reactions.

## Dataset:

* <https://www.kaggle.com/datasets/mmelahi/organic-chemistry-reactions?resource=download>
* Chemical reactions and product in SMILES (Simplified Molecular Input Line Entry System) format
* Over 900,000 single-product reactions

## Ethical considerations:

* Safety: Incorrect / inaccurate predictions from the model could result in unstable reactions, potentially resulting in safety hazards.
* Human impact: Models such as this could result in replacement of human labor to cut costs, which could put people trained in this area at a disadvantage.
* Environmental impact: Inaccurate/ inefficient results from the model could result in wastage of chemicals or inefficient disposal of chemicals.
* Misuse: use of AI to design harmful substances (dangerous drugs, chemical weapons) [4]

**Mitigation :** These effects can be mitigated by cautioning against direct use of the model to synthesize products, but instead for it to be used as a supplementary resource by chemists.

Representation learning for songs:

https://cs229.stanford.edu/proj2017/final-reports/5218770.pdf